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Abstract: This paper presents a comparative study between Notification Oriented Paradigm (NOP) and Object Oriented Paradigm (OOP) by means of an experiment. The OOP has problems which can lead the developers to build systems with low quality. These problems are related to unnecessary causal expressions evaluation (i.e. if-then statements or similar) and higher software entity coupling. In this context, Notification Oriented Paradigm (NOP) presents an alternative for those issues. NOP proposes another way to structure software and make its inference, which is based on small, collaborative, and decoupled computational entities whose interaction happens through precise notifications. This paper presents a quantitative comparison, time evaluation performance, between two equivalent versions of a sale system, one developed according to the principles of OOP in C++ and another developed according to the principles of NOP based on a current NOP framework over C++. The experiment results have shown that OOP version has obtained better runtime performance than NOP implementation. This happened because the NOP framework uses considerable expensive data-structures over C++. Thus, it is necessary a real compiler to NOP or at least a highly optimized NOP framework in order to use its potentiality indeed. Besides, in a scenario variation of approachable causal expressions, the experiment results have shown an increase in the number of causal expression unnecessarily evaluated in OOP version, whereas the NOP version does not present unnecessary causal expression evaluation. Indeed, by definition, NOP application does not waste execution time unnecessarily evaluating causal expressions.
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1 Introduction

This section mentions drawbacks from current programming paradigms, introduces Notification Oriented Paradigm (NOP) as a new solution, and presents paper objectives.

1.1 Review Stage

The computational processing power has grown each year and the tendency is that technology evolution contributes to the creation of still faster processing technologies [1]. Even if this scenario is positive in terms of pure technology evolution, in general it does not motivate information-technology professionals to optimize the use of processing resources when they develop software [2]. This behavior has been tolerated in standard software development where there is no need of intensive processing or processing constraints. However, it is not acceptable to certain software classes, such as software for embedded systems [3]. Such systems normally employ less-powerful processors due to factors such as constraints on power consumption and system price to a given market [4].

Besides, computational power misusing in software can also cause overuse of a given standard processor, implying in execution delays [5]. Still, in complex software, this can even exhaust a processor capacity, demanding faster processor or even some sort of distributions (e.g. dual-core) [3][6]. Indeed, an optimization-oriented programming could avoid such drawbacks and related costs [3][7]. Therefore, suitable engineering tools for software development, namely programming languages and their environments, should facilitate the development of optimized and correct code [8][9][10][11]. Otherwise, engineering costs to produce optimized-code could exceed those of upgrading the processing capacity [3][8][9][10].

Still, suitable tools should also make the development of distributable code easy once, even with optimized code, distribution may be actually demanded in some cases [14][15][16][17]. However, the distribution is itself a problem once, under different conditions, it could entail a set of (related) problems, such as complex load balancing, communication excess, and hard fine-grained distribution [3][4][15][18].

In this context, a problem raises from the fact that usual programming languages (e.g. Pascal, C/C++, and Java) present no real facilities to develop optimized and really distributable code, particularly in terms of fine-grained decoupling of code [2][3][13][19]. This happens due to the structure and execution nature imposed by their paradigm [6][8][9].

1.2 Imperative and Declarative Programming

Usual programming languages are based on the Imperative Paradigm, which cover sub-paradigms such as
Procedural and Object Oriented ones [9][20][21]. Besides, the latter is normally considered better than the former due to its richer abstraction mechanism. Anyway, both present drawbacks due to their imperative nature [9][20][22].

Essentially, Imperative Paradigm imposes loop-oriented searches over passive elements related to data (e.g. variables, vectors, and trees) and causal expressions (i.e. if-then statements or similar) that cause execution redundancies. This leads to create programs as a monolithic entity comprising prolix and coupled code, generating non-optimized and interdependent code execution [7][8][22][23].

Declarative Paradigm is the alternative to the Imperative Paradigm. Essentially, it enables a higher level of abstraction and easier programming [21][22]. Also, some declarative solutions avoid many execution redundancies in order to optimize execution, such as Rule Based System (RBS) based on Rete or Hal algorithms [24][25][26][27]. However, programs constructed using usual languages from Declarative Paradigm (e.g. LISP, PROLOG, and RBS in general) or even using optimized solution (e.g. Rete-driven RBS) also present drawbacks [7][8].

Declarative Paradigm solutions use computationally expensive high-level data structures causing considerable processing overheads. Thus, even with redundant code, Imperative Paradigm solutions are normally better in performance than Declarative Paradigm solutions [9][28]. Furthermore, similarly to the Imperative Paradigm programming, the Declarative Paradigm programming also generates code coupling due to the similar search-based inference process [7][8][22].

Still, other approaches between them, such as event-driven and functional programming, do not solve these problems even if they may reduce some problems, like reduce certain redundancies [23][28]. Actually, all these issues have been minutely taken into account in previous works, e.g. [5][7][9][9][9].

1.3 Development Issues & Solution

Perspective

As a matter of fact, there are software development issues in terms of ease composition of optimized and distributable code [3][7][8]. Therefore, this impels new solutions to make simpler the task of building better software. In this context, a new programming paradigm, called Notification Oriented Paradigm (NOP), was proposed in order to solve some of the highlighted problems [3][7][8][9].

The NOP embryonic basis was initially proposed by J. M. Simão as a manufacturing discrete-control solution [12][29]. This solution was evolved as general discrete-control solution and then as a new inference-engine solution [3], achieving finally the form of a new programming paradigm [7][8][9].

The essence of NOP is its inference process based on small, smart, and decoupled collaborative entities that interact by means of precise notifications [3]. This solves redundancies and centralization problems of the current causal-logical processing, thereby solving processing misuse and coupling issues of current paradigms [3][7][9][9].

1.4 Paper Context and Objective

This paper discusses NOP as a solution to certain current paradigm deficiencies. Particularly, the paper presents a performance study, in a mono-processed case, related to a program based on NOP compared against an equivalent program based on Imperative/Object-Oriented Paradigm.

The NOP program is elaborated in the current NOP framework over C++, whereas the OOP program is elaborated in C++. Thus, an objective of this paper is evaluated the current NOP materialization in terms of performance, which is available to use as a result of a M. Sc. Thesis [51].

2 Notification Oriented Paradigm (NOP)

The Notification Oriented Paradigm (NOP) introduces a new concept to conceive, construct, and execute software applications. NOP is based upon the concept of small, smart, and decoupled entities that collaborate by means of precise notifications to carry out the software inference [3][7]. This allows enhancing software applications performance and potentially makes easier to compose software, both non-distributed and distributed ones [9].

2.1 NOP Structural View

NOP causal expressions are represented by common causal rules, which are naturally understood by programmers of current paradigms. However, each rule is technically enclosed in a computational-entity called Rule [8]. In Figure 1, there is a Rule content example, which would be related to the Sale System detailed in the next section.

Structurally, a Rule has two parts, namely a “Condition” and an “Action”, as shown by means of the UML class diagram in Figure 2. Both are entities that work together to handle the causal knowledge of the Rule computational-entity. The Condition is the decisional part, whereas the Action is the execution part of the Rule. Both make reference to factual elements of the system [8].

NOP factual elements are represented by means of a special type of entity called “Fact Base Element” (FBE). A FBE includes a set of attributes. Each attribute is represented by another special type of entity called “Attribute” [8]. Attributes states are evaluated in the Conditions of Rules by associated entities called “Premisses”. In the example, which is shown by the
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Figure 2. Rule and Fact_Base_Element class diagram.

2.2 NOP Inference Process

The inference process of NOP is innovative once the Rules have their inference carried out by active collaboration of its notifier entities [3]. In short, the collaboration happens as follows: for each change in an Attribute state of a FBE, the state evaluation occurs only in the related Premises and then only in related and pertinent Conditions of Rules by means of punctual notifications between the collaborators.

In order to detail this Notification Oriented Inference, it is firstly necessary to explain the Premise composition. Each Premise represents a Boolean value about one or even two Attribute states, which justify its composition: (a) a reference to an Attribute discrete value, called Reference, which is received by notification; (b) a logical operator, called Operator, useful to make comparisons; and (c) another value called Value that can be a constant or even a discrete value of other referenced Attribute.

A Premise makes a logical calculation when it receives notification of one or even two Attributes (i.e. Reference and even Value). This calculation is carried out by comparing the Reference with the Value, using the Operator. In a similar way, a Premise collaborates with the causal evaluation of a Condition. If the Boolean value of a notified Premise is changed, then it notifies the related Condition set.

Thus, each notified Condition calculates their Boolean value by the conjunction of Premises values. When all Premises of a Condition are satisfied, a Condition is also satisfied and notifies the respective Rule to execute. The collaboration between NOP entities by means of notifications can be observed at the schema illustrated in Figure 3. In this schema, the flow of notifications is represented by arrows linked to rectangles that symbolize NOP entities.

An important point to clarify about NOP collaborative entities is that each notifier one (e.g. Attributes) registers its client ones (e.g. Premises) in their creation. For example, when a Premise is created and makes reference to an Attribute, the latter automatically includes the former in its internal set of entities to be notified when its state change.

Figure 3. Notification chain of Rules and collaborators [3]

2.3 NOP Implementation

In order to provide the use of these solutions before the conception of a particular language and compiler, the NOP entities were materialized in C++ programming language in the form of a framework and the applications developed have been made just by instantiating this framework [9]. Moreover, to make easier this process, a prototypical wizard tool has been proposed to automate this process.

It is a tool that generates NOP smart-entities from rules elaborated in a graphical interface. In this case, developers “only” need to implement FBES with Attributes and Methods, once other NOP special-entities will be composed and linked by the tool. This allows using the time to the construction of the causal base (i.e. composition of NOP rules) without concerns about instantiations of the NOP entities.

3 The Sale Order System

In order to do a comparison between Notification Oriented Paradigm (NOP) and Oriented Object Paradigm (OOP), a Sales Order System was created. This system was used as a case of study with proposal to observe the elapsed time in two test scenarios.
The OO version was built over C++ language and the NOP version runs with NOP framework. This framework was created over C++.

### 3.1 Requirements

The proposed software system, thought to lead the comparison between NOP and OOP versions, has the following functional requirements and non-functional requirements:

**FR1** The system shall allow selling products.

**SFR1.1** The system do not allow selling products with stock equals zero

**SFR1.2** The system shall allow sending more than one product per sale order

**SFR1.3** The system shall persist the sale order information

**SFR1.4** The system has to calculate the total price of sale regarding customer classification.

### 3.2 Sale Order System – Structure

In order to build the Sale Order System a Class Diagram was created. This diagram shows the components that had to be developed. Fig. 4 shows the Sales Order System class diagram.

![Sale Order System Class Diagram](image)

As seen in Fig. 4 the most important class is the SalesOrder. This class has an association with Customer, PaymentForm and SalesOrderItemsList classes. The SalesOrderItemsList has been used to support an association with SalesOrderItem which is used to maintain the information about the selected products.

### 3.3 Sale Order System – Execution

The sale starts with the customer code that passes through verification if the customer has the system access. After that, the customer has to choose the payment form type. There are just two payment ways available, which are in cash and installment payment.

The Sale process continues asking to the customer what products he wants to buy and checks if the product is available in the stock. On the customer profile has a parameter which is used to inform the classification type of the customer. This classification is used to provide a special form of discount to certain customers. There is a sort of customer classification types that allows discount from 5% up to 95%.

After the whole cycle of product insertion in the sales order, the sale can be closed. If the customer chooses installment payment form, the system has to check if the customer has available credit limit to buy the desired items. Actually, the system has the information about the credit limit of the customers.

### 3.4 Implementation details

The first system version made was in OOP. The fig. 5 shows the code in OOP with causal expressions used to give the discount percentage for a Customer Sales Order. This piece of code was chosen because describes the most important part from the discount calculation process. Each if statement is responsible to evaluate the customer type. Once the statement results a true condition the discount percentage is returned by the method. There are many customer types and for each evaluation many if statements are evaluated unnecessarily which shows a waste of processing time.

![OOP Code for Discount Type](image)

Once the development of OOP version was finished, the development of NOP version was taken into account. In this version the same patterns were used. However, of course, there are differences between OOP and NOP implementations. Fig. 5 and Fig. 6 show the respective differences between the two implementations to give a discount price by the customer type.

![NOP Code for Discount Type](image)
The difference between the applications could be observed by means of causal expressions. There are no more if-then causal tests and nested code in NOP version. The entire sale flow is governed by Rules, Conditions, Premises, Attributes, and other collaborator smart entities. Every time which an Attribute has its state changed, it starts a notification process.

The fig. 10 particularly shows the code used in NOP application. This piece of code was written in the SalesOrder class constructor. There were configured in the SalesOrder class two Attributes in order to return the discount percentage for the Sales Order.

The first Attribute is called atTypeDiscount which is used to configure the customer type value. The second Attribute is called atPercDiscount which is used by the System to get the percentage discount value. When the System starts, the atTypeDiscount Attribute is configured with the default value. This configuration is shown in the first line of the code.

The second line shows a for statement which is used to create the Rules that have to control the type of discount given.

The atPercDiscount Attribute is used by the System when it is necessary to know the percentage discount for a specific Product that the Customer is adding into his Sales Order.

As known there are twenty Customer type possibilities and every loop iteration allows creating one Rule which is responsible for evaluating a specific Customer type and determines the percentage discount. Inside each Rule is configured a Promise and a Method.

In the fourth line is configured a Promise which is responsible to receive the atTypeDiscount Attribute that is used by the notification process. The value used to do this comparison is the second parameter, the variable i, that in each loop iteration is configured with an increment by one. The third parameter shows the expected behavior when the atTypeDiscount Attribute has its value changed. The System has to evaluate a Promise comparing if the atTypeDiscount is equal than the i value.

In turn, in the fifth line it was added a Method which is responsible to configure the discount value at the atPercDiscount Attribute. According with the NOP structure it is necessary, at this point, create an Instigation Object that is used by the inference process to call the related method, but with the improvements achieved by the NOP framework [51] when it is created a new Method the framework will create all the necessary objects to make the Rule works correctly, in this case the necessary objects are Actions and Instigations Objects. The third parameter in this method is used to get the percentage value and set at the atPercDiscount when this method is invoked by the notification process.

The notification process to configure the discount percentage starts when the atTypeDiscount Attribute receives a new Customer type value. The new Customer type value will be configured at the atTypeDiscount Attribute every time that the Customer is registered at a new Sales Order. Thereafter, all related Premises will be evaluated in order to compare its Conditions with the new atTypeDiscount value.

When a specific Condition results in a true state the Rules becomes true and can activate its Actions that are composed of special-entities called Instigations. The Instigation, in this case, will instigate the execution of a related Method to set the configured value at the atPercDiscount.

4 A Performance Study

This section presents a performance study between the OOP and NOP Sales Order versions. The objective of this study is to show how the tests performance evaluation about these two versions.

In order to provide the evaluation, an amount of Sales Orders were executed from each version. The main goal was to verify how long time each version takes to finish the process. There were made two types of experimentation which will be discussed in the next sections.

4.1 First Experiment and results

The experiments are performed using the optimized version of NOP. In this version the NOP Framework structure, which includes the notification chain, was changed with some optimizations and refactoring with respect to two previous versions. According with [51] these improvements have achieved 50% of performance time gain with respect to the last preview version.

Once this considered, the expectation of this first experiment was to verify the time performance in the current Sale Order System of its implementation in the current NOP framework against its implementation in the OOP.

The first experiment was designed to evaluate the performance of each implementation/application in order to create 100, 1000, and 10000 combinations of predetermined sales order. Each customer, product, and payment form will generate one sales order combination.

At the table 4 it is possible to observe the data used in this first experiment. These data present four Customers which start with identification 1 to 4 and type 1 to 4. Also, there are two Products with identification 1 and 2 and two available payment forms.

The configuration to execute this first experiment has been developed to get low causal expression evaluation by means the value type which was configured in each Customer. For each Customer type, the System will calculate a discount price for the Product and for each Customer type in the OOP version it is necessary to verify this information though a set causal expressions (“ifs”) where frequently most of them are unnecessarily evaluated.

For example, if the customer is from the type 19, the system will evaluate 18 unnecessary causal expressions until get the right decision. In the NOP application, in turn, the notifiable Rules and its collaborators are responsible to manage this behavior.
This experiment has been made using an Operational System (OS) Windows 7 and a computer Intel processor with 1.30 Giga hertz and 2 Giga bytes of RAM memory. The table 5 shows the performance evaluation of the Sales Order System. The second column shows the Elapsed time that OOP took to perform the correspondent amount of sales. The third column shows the number of causal expression in OOP which are used to manage the expected result. Finally, the fourth column shows the elapsed time from NOP version to create the correspondent amount of Sales Order.

Still, this table shows that OOP version had a less execution time when compared with the NOP version. But the number of causal expressions evaluated with OOP version in this first experiment was extremely large. In turn, in the NOP version due to the use of its Rules and its smart collaborators Entities the number of causal expression evaluated is irrelevant or equals one. In this case of study is important to say that the NOP version uses the current NOP Framework built over the C++ programming language which can cause some drawbacks, such as the overhead of using computationally expensive data-structure over an intermediary language.

The table 7 shows the results of the second experiment between both versions. Again, this second experiment has shown a less execution time from OOP when compared with the NOP version to run the experiment. As shown in the table 7 the number of causal expression evaluated has increased as well.

### 4.3 Additional comparison

This section will discuss the elapsed execution time difference between both versions. It is necessary to show how important is to observe this situation. Here, both table 8 and table 9 shows a different scenario of comparison. In these scenarios is evaluated the performance between the first and second experiment for each application version, i.e. NOP and OOP versions.

In the NOP version, which is show in the table 8, it is possible to observe that the elapsed execution time between the first and second experiment did not considerably increase. It was because the type of evaluation done using NOP application which uses smart entities and Rules to manage the expected behavior.

In the OOP version, which is show in the Table 9, it is possible to observe an execution time increasing between the first and second experiment. As seen before, the number of causal expression evaluated within both scenarios was extremely different. In the first experiment these number of expressions were lower than the second experiment which describes why the first experiment has less execution time when compared with the second experiment.
unnecessarily. wasted the execution time to evaluating causal expression almost the same which shows that NOP version has not same amount of sales order. In turn, the NOP version has compared with the first experiment in order to create the an execution time increase in the second experiment causal expression evaluation. The OOP version has shown behavior differences between both versions by means the Through this comparison it is possible to observe the behavior differences between both versions by means the causal expression evaluation. This mechanism assures that each change of “variable” unnecessary by means of its innovative notification loss of processing time to evaluate causal expressions. As demonstrated in this paper, NOP could decrease the loss of processing time to evaluate causal expressions unnecessary by means of its innovative notification mechanism [3][7]. This mechanism assures that each change of “variable” (i.e. FBE Attribute) state activates only the strictly necessary evaluations of logical and causal expressions (i.e. Premises and Conditions of Rules) [3][9]. It was possible to see this behavior with the presented comparisons in this paper. Also, NOP would improve the performance by sharing the results of logic evaluation (i.e. notification of Premises) between causal evaluations (i.e. execution of Conditions), therefore avoiding unnecessary repetitions of code and processing in the execution of the Rules [3]. Thus, temporal and structural redundancies are avoided by NOP, theoretically guaranteeing suitable performance by definition [3]. Still, NOP has been analyzed through an Asymptotic Analysis of the Complexity. The result of this analysis has shown that NOP implies an O(n) complexity which is an excellent result [12]. Furthermore, some optimization of NOP implementation may provide better results than the current results, namely in terms of runtime performance. Certainly, these optimizations are related to the development of a particular compiler to solve some drawbacks of the actual implementation of NOP, such as the overhead of using computationally expensive data-structure over an intermediary language. These advances are under consideration in other works.
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